Reinforcement learning for control
Reinforcement learning (RL) offers powerful algorithms to search for optimal controllers of systems with nonlinear, possibly stochastic dynamics that are unknown or highly uncertain. This course points out some avenues for bridging the gap between control and RL techniques. It mainly covers RL approaches from the viewpoint of the control engineer. We explain how approximate representations of the solution make RL feasible for problems with continuous states and control actions. 
Tabular Solution Methods (24 hrs)
1. Introduction (2 hrs)
2. Finite Markov Decision Processes (2 hrs)
3. Bellman equation (4 hrs)
4. Dynamic Programming (6 hrs)
5. Monte Carlo Methods (6 hrs)
6. Temporal-Difference Learning (4 hrs)
Approximate Solution Methods (10 hrs)
1. On-policy Gradient (2 hrs)
2. Off-policy Gradient (2 hrs)
3. Policy Gradient Methods (2 hrs)
4. Actor-Critic method (2 hrs)
5. Theory problems (2 hrs)
Reinforcement learning for control (12 hrs)
1. Optimal control with RL (2 hrs)
2. LQR control using RL (2 hrs)
3. Neural control using RL (2 hrs)

4. Continuous-time control with RL (2 hrs)
5. Case study (4 hrs)
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